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#### Abstract

An elementary proof is given that the statistical mechanical transfer matrix, when symmetric, has a maximum eigenvalue which is non-degenerate and larger than the absolute value of any other eigenvalue. Moreover, the corresponding eigenvector can be chosen so that all its entries are strictly positive.


## 1. Introduction

In statistical mechanics the transfer matrix $\mathbf{A}$ allows the partition function of a system to be expressed in the form (Newell and Montroll 1953)

$$
\mathrm{Z}=\operatorname{Tr}\left(\mathbf{A}^{N}\right)=\sum_{j} \lambda_{j}^{N}
$$

where the $\left\{\lambda_{j}\right\}$ are the eigenvalues of $\mathbf{A}$. From this one obtains the free energy $F$ per particle in the thermodynamic limit as

$$
F=-k T \lim _{N \rightarrow \infty} N^{-1} \ln Z=-k T \ln \lambda_{\max }
$$

provided $\lambda_{\text {max }}$ is positive, non-degenerate and greater than the absolute value of any other eigenvalue. These properties of the maximum eigenvalue are guaranteed for any square matrix $\mathbf{A}$ with elements $a_{i j}>0$ by the Perron-Frobenius theorem (Bellman 1970). There are many proofs of this result (see for instance the references in Bellman 1970), but all are quite long and by their generality tend to obscure the origin of the result. In most applications to statistical mechanics however one is concerned with a matrix which is symmetric ( $a_{i j}=a_{i j}$ ) in addition to being positive ( $a_{i j}>0$ ). A much simpler derivation can then be given. This is the object of the present paper.

## 2. Theorem and proof

Let $\mathbf{A}=\left(a_{i j}\right)$ be an $n \times n$ symmetric matrix with elements $a_{i j}>0$ and let $\lambda$ be the largest eigenvalue. Then
(i) $\lambda>0$
(ii) there exists a corresponding eigenvector ( $x_{j}$ ) with every entry $x_{j}>0$
(iii) $\lambda$ is non-degenerate
(iv) if $\mu$ is any other eigenvalue, $\lambda>|\mu|$.

## Proof

(i) Since the eigenvalues of $\mathbf{A}$ are real and their sum equals $\operatorname{Tr} \mathbf{A}>0$, it follows that $\lambda>0$.
(ii) Let $\left(u_{j}\right)$ be any real normalized eigenvector belonging to $\lambda$,

$$
\begin{equation*}
\lambda u_{i}=\sum_{j} a_{i j} u_{j} \quad(i=1,2 \ldots n), \tag{1}
\end{equation*}
$$

and set $x_{j}=\left|u_{j}\right|$. Then

$$
0<\lambda=\sum_{i j} a_{i j} u_{i} u_{j}=\left|\sum_{i j} a_{i j} u_{i} u_{j}\right| \leqslant \sum_{i j} a_{i j} x_{i} x_{j} .
$$

By the variational theorem, the right-hand side is less than or equal to $\lambda$, with equality if and only if $\left(x_{j}\right)$ is an eigenvector belonging to $\lambda$. We therefore have

$$
\begin{equation*}
\lambda x_{i}=\sum_{j} a_{i j} x_{j} \quad(i=1,2 \ldots n) . \tag{2}
\end{equation*}
$$

Now if $x_{t}=0$ for some $i$, then on account of $a_{i j}>0$ for all $j$, it follows every $x_{j}=0$, which cannot be. Thus every $x_{J}>0$.
(iii) If $\lambda$ is degenerate, we can find (since $\mathbf{A}$ is real symmetric) two real orthonormal eigenvectors $\left(u_{j}\right),\left(v_{j}\right)$ belonging to $\lambda$. Suppose that $u_{i}<0$ for some $i$. Adding equations (1) and (2), we get $0=\lambda\left(u_{i}+\left|u_{i}\right|\right)=\Sigma_{j} a_{i j}\left(u_{j}+\left|u_{j}\right|\right)$, and as above, it follows $u_{j}+\left|u_{j}\right|=0$ for every $j$. In other words we have either $u_{j}=\left|u_{j}\right|>0$ for every $j$, or $u_{j}=-\left|u_{j}\right|<0$ for every $j$. The same applies to $\left(v_{j}\right)$. Hence $\Sigma, v_{j} u_{j}= \pm \Sigma_{j}\left|v_{j} u_{j}\right| \neq 0$, i.e. $u$ and $v$ cannot be orthogonal. Thus $\lambda$ is non-degenerate.
(iv) Let ( $\omega_{j}$ ) be a normalized eigenvector belonging to $\mu<\lambda$,

$$
\sum_{j} a_{i j} \omega_{l}=\mu \omega_{i} .
$$

The variational property and the non-degeneracy of $\lambda$ now yield

$$
\lambda>\sum_{i j} a_{i j}\left|\omega_{i}\right|\left|\omega_{j}\right| \geqslant\left|\sum_{i j} a_{i j} \omega_{i}^{*} \omega_{j}\right|=|\mu| .
$$
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